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Abstract
With the increase in the number of cases every year, skin cancer stays as one of the most
common cancers worldwide. Although dermatologists have been aided with modern
research study in detection of cancer, proper treatment of cancer has been a quite
challenging task due to the visual appearance of cells. In this experiment, we have studied
segmentation and classification algorithms for early detection of cancerous cells, as early
detection may increase survival rate of the affected person. HAM10000 dataset has been
utilized in this study which has 10,015 different images into seven different classes. Three
different types of segmentation algorithms have been studied in this experiment, U-Net,
ResUNet and DeeplabV3+. Among all these, DeeplabV3+ appears to outperform the rest
of the algorithms giving an overall accuracy of 96.21%, precision and recall of 93.26%
and 93% respectively. Few pre-trained models namely ResNet50, ResNet152,
SqueezeNet1.1 and DenseNet121 have been utilized for classification of skin cancer.
As per the results obtained from the experiment, ResNet152 outperforms the rest of the
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three pre-trained models with an overall training and validation accuracy of 81.75% and
78.51% respectively.

Keywords Melanoma detection . U-net segmentation . Transfer learning .

Biomedical image classification

1 Introduction

Dermatoscopy, also termed as dermoscopy, has been a common medical examination these
days with the sudden rise of skin cancer patients around the world. It has been found that skin
cancer is one of the top 20 most common cancers in the United States and worldwide. As skin
cancer is getting common all over the world, it is really crucial to detect the cancerous cell as
early as possible so that the mortality can be controlled. Cancer is mainly classified as
melanoma or non-melanoma. Melanoma refers to those cells which are harmful where non-
melanoma are non-harmful cells. As per the reports available, around 76,380 new cases are
found to be affected where about 10,130 deaths were estimated in the United States in 2016 [28,
33]. With early detection and prediction of cancerous cells, it is possible to increase the survival
rate by proper diagnosis. Ever since the rise in new cases of melanoma, dermatoscopy has been
quite known to the public. However, it is not that easy to detect melanoma in it’s early stage
which makes it more difficult for dermatologists to cure the disease. Different techniques and
procedures have been implemented for detection of the melanoma cells. Techniques ranging
from usage of hand-crafted features to segmentation [12, 22] to CNNs, have been worked on for
detection and classification of dermatoscopic images to find out the cancerous melanoma and
prevent it from getting worse by the early detection procedure. Neural network based segmen-
tation techniques and transfer learning techniques have been implemented in this study.

2 Literature survey

This section provides a brief overview of some latest research work carried on segmentation
and classification of skin cancer images.

Iandola et al., used SqueezeNet: AlexNet and Abbas et al., used deep neural network on
melanoma detection [1, 10, 29]. Abbasi et. al., used deep learning, Convolution neural network
with transfer learning on melanoma detection [2]. Bose et al., Chen et al., Jin et al., used
Segmentation techniques and feature extraction techniques [6, 7, 9, 17]. Shrestha et al., used
Optimization approach [26]. Zhao et al., used Computer vision and Pattern Recognition.
Thurnhofer-Hemsi et al., Arora et al., used Convolutional Networks, Densely Connected
Convolutional Networks, Deep Convolutional Features on melanoma detection [4, 30, 35].
Albert et al., Chou et al., Diakogiannis et al., Kassani et al., Simon et al., used a deep learning
architectures on melanoma detection [3, 10, 11, 18, 29].Skin lesions are having relatively low
contrast and the difference in visual similarity between melanoma and non-melanoma cells
which makes early detection a quite tough task. Yu et al. (2017) proposed a deep convolutional
neural networks introducing residual learning to prevent the model from being overfitted and
also added a fully convolutional residual network (FCRN) for effective lesion segmentation
[33]. A two-stage architecture has been approached integrating both FCRN and deep residual
networks. Lack of training data makes it difficult for any neural network to perform well.
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However, the proposed architecture makes it easier to extract features from the images without
the need of worrying about the amount of training data [33].

Detection of melanoma by naked eye is not feasible as it may lead to errors. This is where the
usage of artificial intelligence in image processing comes into picture. Image processing tech-
niques help dermatologists to perform proper tests and decide accordingly. Due to the presence of
noise, artifacts and various other characteristics in the image, it is really a tough work to
differentiate between cancerous and non-cancerous cells [16, 33]. Ichim and Popescu (2020)
introduced a unique system which has two levels namely: subjective classifiers and objective
classifiers. Objective classifiers are the one that undergo backpropagation algorithm and decides
the outcome. Second level classifier, also called as objective classifiers attained an accuracy of
97.5% and F1 score of 97.47% [16]. Cutaneous melanoma is one of the most common type of
melanomawhich can occur in any part of the skin. One of the important aspect of such type of cell
is the Blue-White structure (BWS). Madooei et al. (2019) suggested a multiple instance frame-
work which makes use of probabilisic graphical model. Eventually, the proposed model
outperforms in the identification of local features of weakly labeled data [20].

Image recognition in dermatoscopic images have been a difficult task to perform. Yu et al.
(2019) have proposed a deep neural network based vector encoding technique for the process of
feature extraction from the melanoma infected images. The encoder takes a Fisher Vector (FV)
as input and classifies melanoma images using support vector machines [34]. Various internal
as well as external factors such as allergies, infections, sun exposure,etc. can cause skin cancer.
Due to the fact that dermatoscopic images have visual similarities, melanoma classification into
lesions have been a challenging job. Thurnhofer-Hemsi et al. (2021) presented an ensemble
learning technique with the combination of DCNN and spaced shifting method for accurate
classification of skin lesions. With the spaced shifting method, new input images are obtained
which are shifted using displacement vectors [31]. Finally, all the shifted versions are
combined together for ensembling. Applying the proposed technique on the popular
HAM10000 dataset, accuracy and F1-score have been found to be improving [31, 32].

Every image has a color no matter whichever application we are working on. Most
dermatoscopic images are often diagnosed based on the color they possess. When we think
of differenting melanoma and non-melanoma based on color, it is observed that melanoma
cells mostly appear to be black, red, white and blue-gray. S’aez et al. (2019) presented a color
label identification issue that maximizes the posterior probability of a pixel to whichever label
it belongs to and it also depends on it’s own color value and neighbor’s color values. However,
it has been observed that the proposed method outperforms state-of-the-art techniques as it
attains a F1-score of 0.89, an accuracy of 0.9 and a spearman correlation of 0.831 [24]. Barata
et al. (2014) proposed two different techniques for detection of melanoma in dermatoscopic
images, one using global methods while the other using local features and bag-of-features
classifier. Both the global method and local features having specificity and sensitivity of 80%,
96% and 75%, 100% respectively, perform well on color features [5].

Image degradation could easily occur with the introduction of noise. However, there are
many other reasons for any being degraded. When we talk about medical images, image
degradation could be resolved by preprocessing the input images. Few traditional image
cleaning techniques are still quite useful whereas hair removal technique in the context of
skin images require more attention. Although plenty of techniques are available for image
preprocessing, hair removal methods are yet to get attention. Kim and Hong (2021) proposed a
technique of hair removal by introducing a regenerated set of images using generative
adversarial networks. With the proposed method, the important features of the lesions are
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kept safe by minimizing the loss associated with the learning [19]. Dermatologists are able to
diagnose skin cancer with 62% to 80%. However, there have been many advancements to
assist in decision making. Chaturvedi et al. (2020) suggested multi-class skin classification
using computer-aided system with ensemble techniques [8]. Comparative study of related
work can be seen in Table 1.

3 Materials and methods

This section provides an explanation of the dataset and the algorithms used during the entire
research.

3.1 Dataset

For the purpose of detection and classification of dermatoscopic images, one proper dataset
with all possible cancer images is required to train different models. Datasets having less
number of image samples and those lacking diversity of dermatoscopic images, does not
provide good performance with neural networks. Here, the Human Against Machine with
10,000 images, shortly referred as HAM10000, has been used [32]. HAM10000 dataset
consists of 10,015 dermatoscopic images which have been collected from wider range of
population. This dataset consists of seven different classes namely Actinic Keratosis and Intra-
epithelial Carcinoma (akiec), Basal Cell Carcinoma(bcc), Benign Keratosis-like Lesions(bkl),
Dermatofibroma (df), Melanoma (mel), Melanocytic Nevi (nv) and Vascular Lesions (vasc).
Dataset distribution into training set and testing set can be observed in Table 2.

Table 1 Comparison of related study

Authors Techniques applied Performance metrics

Yu et al. [33] CNNs with fully Convolutional residual
network (FCRN) and

deep residual network.

Accuracy, sensitivity, specificity, jaccard
index and dice coefficient.

Ichim and Popescu
[16]

Subjective classifier with ABCD rule and
objective classifier using

backpropagation algorithm.

Accuracy and F1-score.

Madooei et al. [20] Probabilistic graphical model
trained using image-level labels.

Accuracy, precision, recall, F1-score and
specificity.

Yu et al. [34] Fisher vector (FV) encoder based technique
using support vector machines and
chi-squared kernel.

Accuracy, mean average preci- sion and
area under the curve.

Thurnhofer-Hemsi
et al. [31]

Ensembled deep convolutional neural
networks with spaced

shifting displacement.

Accuracy, sensitivity, specificity,
precision, F1-score and mathew’s cor-
relation coefficient.

S’aez et al. [24] Maximizing the posterior proba- bility of a
pixel to map with a color value.

Accuracy, precision, recall, F1- score,
mathew’s correlation co- efficient and
spearman’s coefficient.

Barata et al. [5] Global methods and local fea- tures and
bag-of-features based
classifiers.

Sensitivity and specificity.

Kim and Hong
[19]

Generative adversarial networks based image
reconstruction by minimizing L1 norm loss.

Accuracy, precision, recall, speci- ficity,
F1-score and area under the curve.

Chaturvedi et.al [8] Fine-tuning over seven classes of HAM10000
dataset.

Accuracy, precision and recall.
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3.2 Preprocessing stage

Image preprocessing is one of the preliminary work to be performed before doing any sort of
segmentation or classification tasks. When raw input images are fed to any sort of deep neural
network algorithms, it may not perform well. One of the reasons for those trained models to not
perform well is because of the scale range difference amongst the images in the dataset. In the
image preprocessing stage, all the images in the dataset are resized to 224 × 224. This is because
every class of images within the dataset may not be of same dimension. Resizing of images to
same dimesion makes it easier for the neural networks to perform good as all inputs would have
same input dimesions. After resizing of the images, normalization has been performed on the
entire dataset. Normalization is often perfomed to reduce the scale andmake all inputs comparable
to each other. Image normalization has been executed with the mean values of (0.485, 0.456,
0.406) and standard deviation values of (0.229, 0.224, 0.225). This normalization is often referred
as linear transformation based normalization, which can be defined as:

f xð Þ ¼ x–meanð Þ=std ð1Þ
where, x is the input image, mean represents the mean values and std. refers to the standard
deviation values.

3.3 Image augmentation

Whenever a trained model is passed with new data which the model has not trained before, it
may be difficult for the model to decide the expected output. This is because images may be in
different shape, size and orientation which is completely unknown to the trained model. This
issue can be resolved with the augmentation process. Image augmentation is a technique of
introducing new images from the exising ones. In this technique, new images are created by
slightly changing the original existing image. It is absolutely necessary that sufficient input
data is available to train the model in order to achieve better results [27]. However, many
datasets currently available lack larger dataset size. Image augmentation fulfills the necessity
of large dataset by creating required number of augmented images from the original dataset.
Moreover, augmentation process helps in achieving better results and preventing overfitting
problem. Here, images have been augmented by cropping, rotating and12 flipping the original
set of images. Augmented images from HAM10000 dataset can be seen in Fig. 1.

3.4 Image segmentation

Image segmentation is commonly used digital image processing technique which is focused on
partitioning an image into number of parts based on features and properties of pixels of that

Table 2 Dataset distribution into
train and test set Class Train Test

akiec 260 67
bcc 409 105
bkl 877 222
df 91 24
mel 890 223
nv 5362 1343
vasc 111 31
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image. In segmentation algorithm, the partitioned parts or regions are represented either in the
form of contours or masks. As the experiment is focused towards medical diagnosis, some
biomedical segmentation algorithms have been used for segmentation of the cancerous region.
Three major neural network based segmentation algorithms have been applied on the dataset,
namely U-Net, ResUNet and DeeplabV3+.

3.4.1 U-net

U-Net is a FCN based architecture applicable for image segmentation purpose. It is mainly
applied in semantic segmentation applications. U-Net was proposed in 2015 by Olaf
Ronneburger, Philip Fischer and Thomas Brox at University of Freiburg, Germany [23]. With
the traditional convolutional segmentation techniques, it was really time taking process to
segment any image. This issue was solved by U-Net as it outperfomed all other segmentation
algorithms available during that time. It uses less number of small number of training samples
as compared to traditional convolutional approaches. U-Net architecture consists of two paths:
Downsampling and Upsampling path as shown in Fig. 2. The Downsampling path in U-Net
contains 4 convolution blocks where every block consists of 2 convolution layers, that has 3 ×
3 padding followed by ReLU and 2 × 2 max-pooling 29 layer with 2 strides.

Mathematically, ReLU activation function can be denoted as:

f xð Þ ¼ max 0; xð Þ ð2Þ
Here, x is any positive input value.

Next to Downsampling path is the Upsampling path, which consists of 4 convolution
blocks with 2 convolution layers of 2 × 2 each. With the increase in number of convolution,
resolution keeps increasing and the depth keeps decreasing. 3 × 3 filters with ReLU activation
function follows the convolution layers. After ReLU, final 1 × 1 convolution layer is added
which localizes the regions in the image. Sigmoid activation function is applied to the output
image. Mathematically, sigmoid activation function can be given as: f xð Þ ¼ 1

1þe−x:

vDeeplabV3+. Batch-normalization (BN) for a channel can be given as:

BN xð Þ ¼ γ x−μB=σBð Þ þ β ð4Þ
Here, μB and σB are the mean and the standard deviation of the batch. γ and β are learned
parameters. DeeplabV3+ extracts feature from the backbone network and last blocks of the

Fig. 1 Augmented images from HAM10000 dataset
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backbone uses atrous convolution. With the usage of atrous convolution, spatial resolution is
preserved. As dilation rate is increased through the deeper network, wider filter view is
achieved which results in better segmentation results. Some common atrous convolution rates
used are 6,12 and 18. After the feature map extraction, 4 parallel atrous convolutions are
applied to segment objects at different scales in ASPP network. Average pooling is applied on
the last feature map of the backbone. Finally, 1 × 1 convolution is used to get the actual size of
the image. This results in creating the final segmented mask for the particular image being
convolved. DeeplabV3+ has a total number of 17,869,697 parameters, among which
17,834,913 are trainable and 34,784 are non-trainable parameters as28 shown in Table 3.

3.5 Transfer learning

Transfer learning is a process of making use of already trained model on a new problem which
the model has not seen before. It can be used to train deep neural networks with smaller

Fig. 2 Architecture of U-Net network

Table 3 Parameters for segmentation models

Algorithm Total
parameters

Trainable
parameters

Non-trainable
parameters

UNet 31,055,297 31,043,521 11,776
ResUNet 8,227,393 8,220,993 6400
DeeplabV3+ 17,869,697 17,834,913 34,784
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amount of data. In transfer learning, initial layers of the neural network remain same with only
the later layers being retrained for required computer vision task. Instead of starting the
learning process from scratch, with transfer learning, patterns learned earlier to perform a
different task. Whenever same feature space is not available for both training and testing,
transfer learning comes handy.

There are 2 major elements in transfer learning namely, a Domain and a Task. A Domain
contains a feature space x and a marginal probability distribution P (x) where X = {x1, x2, x3,
xn} ∈ X. There are 2 components in a Task: a label space Y and a predictive function f (.) The
training data is collection of data pairs {xi, yi} where xi ∈ X and yi ∈ Y [21]. The source
domain can be denoted as DS = {(xS1, yS1), (xSn, ySn)} where xS ∈ XS is the data point and yS ∈
YS is the corresponding label. With transfer learning, learning of a new task Tt from the
transfer of knowledge from already perfomed task TS is improved by learning of the function f
(.) in the target domain Dt, where DS ƒ = Dt or TS ƒ = Tt [21, 25]. Here, DS is the source
domain, Dt is the target domain and TS and Tt are the learning tasks. Transfer learning is a
technique where we finetune pre-trained models according to the required task to be perfomed.
Some of the pre-trained models used are ResNet, SqueezeNet and DenseNet.

3.5.1 ResNet

Whenever we are dealing with convolution neural networks, it is always better to go deep as
possible so the model becomes more capable. However, the deeper we move, performance
degrades. This problem is solved by introducing ResNets. When the network is too deep,
gradients eventually reach to zero, which results in vanishing gradient problem. Gradients are
allowed to flow backwards directly through skip connections in ResNets and the vanishing
gradient problem gets corrected [13]. There are multiple versions of ResNets based on the
number of layers. ResNet versions used here are ResNet50 and ResNet152. ResNet50 has a
total of 23.521 M parameters whereas ResNet152 has 58.157 M parameters.

3.5.2 SqueezeNet

SqueezeNet is a CNN architecture that focuses on reducing the number of parameters, without
compromising on accuracy. One of the primary objective of squeezenet is to focus on
lightweight network. Compared to the state-of-the-art AlexNet, SqueezeNet has 50 times less
number of parameters. To reduce the number of parameters, SqueezeNet replaces 3 × 3 filters
with 1 × 1 filters. As the filter size is reduced, input channels also need to be reduced. Squeeze
layer is introduced to reduce the number of input channels [15]. SqueezeNet1.1 has a total of
421,098 parameters.

3.5.3 DenseNet

DenseNet is one of CNN architectures that focuses on connecting layers directly to each other,
which eventually prevents the issue of vanishing gradient. There are a total of n(n + 1)/2
direct connections for ‘n’ layers. The ‘n’ layer takes input the feature maps obtained from all
preceding layers (i0, i1, ...in − 1):

in ¼ Hn i0; i1; :…; in−1½ �ð Þ ð5Þ
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Here, [i0, i1, ..., in−1] is the output produced in layers 0, ..., n − 1 [14]. DenseNet uses dense
blocks which changes the number of filters keeping the dimensions of feature maps constant.
For each layer, Hn is denoted as composite function making use of operations such as batch
normalization, a ReLU and a convolution. Whenever the feature map is passed through
each dense layer, its size grows due to the addition of ‘K’ features on top of existing
features. The growth rate ‘K’ monitors the details in each layer of the network. If each
function Hn produces k feature maps, the number of input feature maps in the nth layer
can be given by Eq. 6.

kn ¼ k0þ k* n−1ð Þ ð6Þ
Here, k0 is the number of input channels in the network. A bottleneck layer is introduced with
1 × 1 convolution resulting in better efficiency and better computational speed [14]. DenseNet
comes in 4 different variants: DenseNet121, DenseNet169, DenseNet201, DenseNet161. In
this experiment, DenseNet121 pre-trained model has been applied with a total of 7.2 M
parameters.

3.6 Performance metrics

Creating of a model alone is not sufficient for real world applications. It is really important to
evaluate whether the trained model performs good with the unknown data. This is where the
model evaluation plays a crucial role. There are a number of metrics used to evaluate the
performance of a model. However, the evaluation metric depends heavily on the type of task to
be performed. Common terms used performance metrics are:

True positives (TP): positive predicted which are actually positive.
False positives (FP): positive predicted which are actually negative.
True negatives (TN): negative predicted which are actually negative.
False negatives (FN): negative predicted which are actually positive.

Metrics used in this experiment are Accuracy, Precision, Recall, Jaccard index and F1
score.

3.6.1 Accuracy

Accuracy is one of the most commonly preferred metric over all other metrics in machine
learning tasks. One can easily judge the performance of a model just by looking at its accuracy.
In general, accuracy can be defined as the number of correctly predicted data (TP and TN)
divided by the total number of data available.

Mathematically, accuracy can be given as:

accuracy ¼ TP þ TN
TP þ TN þ FPþ FN

ð7Þ
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3.6.2 Precision

Precision refers to the number of true positives over the total number of positive predictions
(true positives and false positives). In other words, it can be defined as the probability of
positive predictions which are actually positive. Precision can be calculated as:

precision ¼ TP
TP þ FP

ð8Þ

3.6.3 Recall

Recall provides the number of true positives over the total number of positive instances (true
positives and false negatives). In general, recall measures the fraction of positive values among
the total number of positive classes. Recall can be calculated as:

recall ¼ TP
TP þ FN

ð9Þ

3.6.4 Jaccard index

Jaccard index, also termed as Jaccard similarity coefficient, is a metric used to understand the
common properties between input datasets. It can be formally defined as the ratio of the size of
the intersection to the size of the union of the sample sets. Mathematically, jaccard index or
jaccard similarity coefficient can be represented by the formula given below in Eq. 10.

J A;Bð Þ ¼ A∩B∨
A∪B∨

¼ A∪B∨
A∨þ B∨−A∩B∨

ð10Þ

3.6.5 F1 score

F1 score is the harmonic mean of precision and recall as it combines both of them. This score
is just the weighted average of both the precision and recall. The best value for F1 score would
be 1 while the worst would be 0. That being said, the higher the F1 score, better is the
performance. F1 score can be calculated using the below given formula.

F1 ¼ 2*
precision*recall
precisionþ recall

ð11Þ

4 Experimentation and results

The implementation of this project has been carried out on Google Colaboratory platform.
Colaboratory or Colab for short, is a development tool from Google that is open-sourced and
provides free GPU to the public. Colab offers 1 × TeslaK80 GPU which has 2496 CUDA
cores and 12GB GDDR5 VRAM.With the use of GPU, parallel processing can be achieved in
Google Colab which eventually results in the reduction of training time. For the purpose of
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model evaluation, multiple metrics have been utilized such as accuracy, precision, recall,
jaccard index and F1 score. F1 score combines both the precision and recall into a single value.

4.1 Performance evaluation of segmentation models

For the segmentation part, dataset contains raw images as input and mask as output. These
input and output values are preprocessed and augmentation techniques are performed so as to
prevent the model from being overfitted and obtain better results. All the segmentation models
used are trained for 20 epochs each, with an initial batch size of 16 and a learning rate of 1e-4.
With the provided hyperparameters to every segmentation model, it is attained that
DeeplabV3+ shows the best overall accuracy of 96.21%, followed by U-Net with accuracy
of 94.75%. Predicted mask output with ground truth and input image can be seen in Fig. 3. It is
observed that among all 3 segmentation models, DeeplabV3+ has better metrics results,
with accuracy of 96.21%, precision of 93.26%, recall of 93%, jaccard index of 86.83%
and F1 score of 92.25%. Comparison of all 3 segmentation models can be observed in
Table 4 (Figs. 4 and 5).

4.2 Performance evaluation of transfer learning models

With a wide range of pre-trained models available, only few models have been experimented
in this study namely, ResNet50, ResNet152, SqueezeNet1.1 and DenseNet121. All the images
in the training set undergo normalization and augmentation as part of preprocessing whereas
testing set undergo normalization only. All 9 of the pre-trained models are trained for 30
epochs each. Both the training and testing set are normalized with mean and standard
deviation. In this study, stochastic gradient descent (SGD) has been used as optimizer with a
learning rate of 1e-3. The performance of all 4 pre-trained models can be observed with
Table 5.

5 Discussion

With all the past research study conducted over the detection and classification of skin cancer,
various results and techniques have been proposed till date. However, the technique of transfer
learning which uses pre-trained models and provides better results, have not been explored
much with respect to skin cancer. This study fills the gap that has remained unexplored and

Fig. 3 Input image, ground truth and predicted mask using DeeplabV3+
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Table 4 Performance comparison of segmentation models

Model Accuracy Precision Recall Jaccard index F1 score

U-Net 94.75% 87.66% 92.92% 81.47% 88.71%
ResUNet 91.84% 83.15% 88.45% 73.72% 82.57%
DeeplabV3+ 96.21% 93.26% 93% 92.25% 86.83%

Fig. 4 Accuracy plots for ResNet50 and ResNet152

Fig. 5 Accuracy plots for SqueezeNet1_1 and DenseNet121

Table 5 Performance comparision of transfer learning models

Pre-trained
Model

Training accuracy Validation accuracy Training loss Validation loss

ResNet50 80.80% 78.46% 51.88% 56.94%
ResNet152 81.75% 78.51% 48.71% 58.53%
SqueezeNet1.1 78.05% 77.32% 59.22% 62.27%
DenseNet121 79.29% 78.21% 56.19% 63.91%
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allows researchers to study the field even more. Also, neural network based segmentation
techniques have been more helpful for semantic segmentation tasks. Using modern segmen-
tation algorithms, it’s even more effective for bio-medical segmentation experiments. More-
over, further advancements can be done over this study. As Generative Adversarial Networks
(GANs) are getting more popular, medical image segmentation and classification could be
much more reliable and efficient with the usage of GANs.

6 Conclusion

Skin cancer has been one of the deadliest diseases these days and a wide aspect of research is
focused towards its early detection. Early detection of cancerous cells is not an easy task to
follow. However, few neural network based segmentation algorithms have been implemented
in this research study. DeeplabV3+ outperforms the rest of the algorithms with an overall
accuracy of 96.21% having precision and recall of 93.26% and 93% respectively. Further
upgrades to this study would result in much more effective segmentation and classification.
GAN based segmentation could result much better in detecting the cells.

Data availability The data that support the findings of this study are openly available in Harvard Dataverse at
https://doi.org/10.7910/DVN/DBW86T [32].
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