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Abstract

Sentimental analysis is one of the most common applications of Natural Language Processing (NLP). Sentiment analysis,
the term itself refers to identify the emotions and opinions of people through written text. It is concerned with information
extraction from any text based on the polarity in social behavior whether it may be positive, negative or neutral. This paper
presents a practical dynamic approach on to find the polarity of any sentence and analyse the opinion of the particular sen-
tence. The proposed Sentimental Analysis of Hindi (SAH) script have adopted two different classifier Naive Bayes Classi-
fier and Decision Tree Classifier is used for the text extraction. The positive, neutral and negative result validation shows a

comparative result of sentimental analysis.

Keywords Sentimental analysis of hindi (SAH) - Natural language processing (NLP) - Naive bayes classifier (NBC) -

Decision tree classifier (DTC)

1 Introduction

Natural Language Processing, abbreviated as NLP, is a sub-
field of linguistics, computer science and artificial intelli-
gence concerned with interactions between computers and
human(natural) languages. Natural Language Processing
(NLP) is used to apply machine learning algorithms to text
and speech.NLP can be used to create systems like sentimen-
tal analysis, speech recognition, document summarization,
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machine translation, spam detection, named entity recogni-
tion, question answering, auto complete, predictive typing,
information extraction, and so on. Nowadays, NLP is used
to power search engines, filter spam and to obtain analytics
in a fast and scalable manner. Sentimental analysis is the
first NLP task that every Data Scientist needs to perform to
understand the working mechanism and necessity of data in
NLP. The article is organized with various sections it dis-
cusses an overview of sentimental analysis and its deviations
by different authors is illustrated under Sect. 2. The proposed
approach is enhanced in Sect. 3 with various pseudo nor-
mality and tokenization. In Sect. 4 Practical Approach for
the Sentiment Analysis evaluation is illustrated. At Sect. 5
consists of discussion about the necessity of the proposed
approach and its advantages. Finally the paper is concluded
with sufficient and addressable limitations in sentimental
analysis.

2 Literature Study

Maria Lucia et al. (2020), The Internet allows everyone to
share information between peoples in form of text, visual
or audio and allows users to give their views and opinions
regarding different products, brands, and more. Those
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opinions that users express can have great influence on sup-
pliers of products, educational firms and so on.

Mahmoud Al-Ayyoub et al. (2018), Sentiment Analysis
(SA) is a field of research that lies in between deep learning,
natural language processing and machine learning. It is mainly
concerned with the automatic extraction of opinions provided
in a particular text. Many researchers have beenoccurred in
the field of Sentiment Analysis mainly on English texts, while
other languages such as Arabic is having less attention.

Vandana Jha et al. (2017), Sentiment Analysis being a sub
area of Natural Language Processing (NLP) refers to extract-
ing user’s views and classifies it with respect to the polar-
ity of the text provided. To annotate the corpora in every
possible domain of interest, we created a sentiment aware
dictionary using multiple domain data using labelled data
from source domain and unlabeled data from both source
and target domains. The work is actually carried out in Hindi
which is the official language of India.

Asma Mekki et al. (2018), In recent years, Hindi lan-
guage has become the primary focus of research in terms of
Natural Language Processing. Nanada kishore et al. (2011)
proposed a web service based suitability to assessment for
cloud deploying it for computing in a betterment of com-
munication system. Dhasarathan et al. (2018) have designed
a transmission line interfacing to synchrophasor signals.
Moreover, network speech anomaly detection by deep learn-
ing approach as a comprehensive novel.

Cabot et al. (2019), In the past decades in the biomedical
field as well as other fields including social media, entity
recognition has been studied extensively. With the time,
many advanced algorithms have been used to improve the
entity recognition in formal medical text for English lan-
guage. However, adapting these algorithms to free text is
quite difficult as they are designed for formal texts like bio-
medical texts.

Zakariae et al. (2019), The actual user search content has
been neglected by the rapid growth of electronic data and
wide expansion of the World Wide Web (WWW). Infor-
mation retrieval and its interactions have been received
more attention over the past decades due to that constraints
imposed by that fact.

Atoum et al. (2020), This paper proposes a QinU frame-
work (QinUF) in order to measure QinU competently by
receiving software reviews. The framework is composed of
three different components which includes QinU prediction,
polarity classification, and QinU scoring.

Mohammad et al. (2019), In the field of Natural Language
Processing (NLP), Sentiment Analysis is considered to be one
of the most attractive research area nowadays. The main focus
of sentiment analysis is to recognize the opinions and emotions
of the users over the written texts. However, it is still consid-
ered a challenging topic which are yet not solved such as mod-
ern accents, slang words, spelling and grammatical mistakes.
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Song et al. (2020), Having wide number of applications,
Natural Language Processing is widely used for Sentiment
Analysis, which consists of various areas including statis-
tics, linguistics, psychology, and artificial intelligence. To
identify the views of users, NLP gets and evaluative factor
which may be positive or negative towards a subject topic,
person, or idea. There are two main categories of automatic
sentiment analysis which includes lexicon-based approaches
and machine-learning approaches.

Wei et al. (2019), For the past few decades, Sentiment
Analysis has been a popular field of research in Natural Lan-
guage Processing. Most of the current researches on senti-
ment analysis focus on identifying explicit sentiments. For
that reason, analyzing implicit sentiments has been one of
the most difficult tasks in sentiment analysis. In this article, a
BiLSTM model with multipolarity orthogonal attention has
been proposed for implicit sentiment analysis.

Gan et al. (2020), Sentiment Analysis is one of the impor-
tant fundamental task of Natural Language Processing (NLP)
which aims to distinguish sentiment polarity i.e. positive,
negative or neutral, towards a particular target entity. One
of the major challenge in sentiment analysis is to model the
interaction between the specified target entity and its context.

Li et al. (2020), Sentiment analysis is one of the branch of
linguistic computing research, which is used to distinguish
texts as positive, negative or neutral. Some existing methods
of affective sentiment analysis can be divided into three cat-
egories which includes knowledge-based techniques, statisti-
cal methods, and hybrid methods. Some common sources of
sentiment words includes Affective Lexicon, linguistic anno-
tation scheme, WordNet-Affect, SentiWordNet, SenticNet.

Zhuang et al. (2019), In the era of digitalization, a large
number of people share their views and opinions on the
World Wide Web (WWW) such as online reviews. There
are a number of other people with around 73-87% who use
those online reviews for the choice of purchasing the product.
Many researches on sentiment analysis are mainly focused on
machine-learning based. However, it is also having a problem,
as they need a huge amount of training data to perform well.

Mowlaei et al. (2020). Sentiment Analysis approach is
mainly focused towards detecting the views and opinions
of written reviews so that to have a better understanding of
public opinion. One of the common approaches in sentiment
analysis is to use the lexicons to generate features for classifi-
cation of reviews. Manimaran et al (2020), proposed an deep
learning approach for speech technology to identify the true
negative and false positive ratio in identifying speech process.
Ashok kumar et al. (2018) propose an fault test analysis to
identify the transmission with the help of synchrophasor sig-
nals. Dhasarathan et al. (2018), proposed an natural inspired
approached for healthcare management system. Alami Mer-
rouni et al. (2019), proposed an approach for contextual infor-
mation retrieval and its trends to apply in currentscenario.
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Chandramohan et al. (2015), illustrated the process of
collecting and storing data in a confidential process, it would
protect the user information privacy for a pervasive & ubiq-
uitousenvironment a multi-agent approach.

Chandramohan et al. (2018, 2019), A coordinator-specific
privacy-preserving model for e-health monitoring using arti-
ficial bee colony approach is proposed to ensure the users
data anddesigned a Fog enabled secure and privacy obfusca-
tion for IoT services.

Estrada et al. (2020), proposed an opinion mining and
emotion recognition applied to learning environments which
leads to academia and research field for an effective teaching
learningprocess.

Hassonah et al. (2019), illustrated an efficient hybrid filter
and evolutionary wrapper approach for sentiment analysis of
various topics on Twitter. Knowledge-Based Systems.

Jha et al. (2018), proposed a novel sentiment aware dic-
tionary for multi-domain sentiment classification approach
for the betterment of natural language processing.

Ruz et al. (2020), an approach for effective sentiment
analysis of Twitter data during critical events through Bayes-
ian networks classifiers which would support the social
media dataanalysis.

3 Proposed Sentimental Analysis of Hindi
(SAH) Script

Sentiment Analysis aims to estimate the sentiment of text
based on its context. The sentiment of any text can be defined
as a value that says whether the expected opinion is positive
or negative. Using the techniques from Natural Language
Processing (NLP), sentiment analysis field looks at users’
expressions and in turn associate emotions with what the user
has provided. Sentiment Analysis has become key component
to systematically extract, identify, and quantify the data.

NLP based analysis is more ruminate in sentimental anal-
ysis. The future research progress towards artificial intel-
ligent and machine learning approaches. It is essential to
adopt NLP approach to solve the problem in a systematic
process and it is applied with necessary recommendations.
The proposed approach would be applicable for gifted child
activity analysis and giving support to encourage them to
have a normal life among the society.

Sentiment Analysis for Hindi script is hardly found which
has immense possibilities it tends to revolutionize the sur-
veys and review collections in Hindi with its growing appli-
cability to a wide variety of applications from computer
service to marketing. Hindi Sentiment Analysis generally
consists of sample Hindi data collection, data processing,
feature extraction, and classification. Feature extraction
aims to detect and extract features that can be used to deter-
mine the meaning of a given Hindi-Contextual-Data. The

extracted features should be able to classify the data reliably
into positive, negative or neutral class.

4 Augmentation of Sentiment Analysis
in English and Hindi languages

It is well-known that different languages have their own
unique ways of expression. The basic difference between
English and Hindi language is the language structure. For
example, English language has S-V-O (Subject-Verb-
Object) structure, while Hindi language follows S—O-V
(Subject-Object-Verb) structure. The basic structural differ-
ence between English and Hindi language has consequences
in deciding the polarity of text. The same set of words with
slight variations and changes in the word order affect the
polarity of the words in the text. Therefore, a deeper linguis-
tic analysis is required while dealing with Hindi language
to perform Sentiment Analysis. For example, consider the
sentences given below which demonstrates the difference
between language structure of English and Hindi language.

English: Shyam is playing football.

SVO
Hindi: TATH Wi Qe 2
sov

Trained Dataset validation of positive and negative SVO
is observed in Table 1. It is tested with all scenarios for its
effectiveness. The observation of SAH procedures are marked
and get validated in all aspects for the benefits of SAH. The
pesudo code is tested with SAH under all aspects to conform
the necessity and applicability under various field of research.

5 SAH Procedures with Pesudo Codes

Sentiment Analysis of any text can be performed by the fol-
lowing five steps.

Step 1  Tokenization.

Step 2 Cleaning the data (Removing punctuation).
Step 3 Removing the Stop Words.

Step4 Classification.

Step 5 Calculation.

6 Expressability of SAH

Step 1: Tokenization.

Tokenization is the process of defining a paragraph into
different set of statements or dividing a statement into dif-
ferent set of words.

@ Springer
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Step 2: Cleaning the data (Removing punctuation).

r more information.

nctuation)
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Cleaning the data means to remove those special charac-
ters/words which do not add any value to the analytics part
of the sentence.

Step 3: Removing Stop Words.

Removing those words which do not add much value to
the analytics part of the sentence.

Step 4: Classification.

We can model our data with bag of words or lexicons,
which are dictionary of pre-classified set of words.

7 SAH-1Pseudo-code

stop words]

Step 5: Calculation.

This is the final step in the sentiment analysis of any text.
This step corresponds to finding the final sentiment score of
the sentence. In general, if polarity > 0, then the sentence is
positive and the sentence is negative if the polarity < 0. How-
ever, we can get the polarities in fractional values depending
on the procedure applied.

function wordlist(words)

function main()
select the nltk.classify.util
import names from nltk.corpus

positive_words € “positive.txt”
negative_words € “negative.txt”

classifier € train(train_set)

return dict ([(word, True) for word in words])

retried nltk.NaiveBayesClassifier from nitk.classify
incorporate nltk.DecisionTreeClassifier from nltk.classify

train_set €positive_words + negative_words
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8 SAH-2 Pseudo-Code 9 Practical Dynamic Approach
for the Sentiment Analysis
pos € 0
neg &0 The dynamic approach for the evaluation of Sentiment Anal-
sentence € “some input” ysis of Hindi text is given by various pseudocode and it is

for id in sentence do

tested with various functionality.

result € classifier.classify(data)
if result = ‘positive’

pos € pos + 1
if result = ‘negative’

neg <neg +1

display pos and neg

SAH-3 Pseudo-code:
function wordlist(words):

function main:

not w instop_words], filtered sentence< []

return dict ([(word, True) for word in words])

select nltk.classify()
select word_tokenize from nltk.tokenize
incorporate nltk.NaiveBayesClassifier from nltk.classify
retrieve nltk.DecisionTreeClassifier from nltk.classify
select names from nltk.corpus
import indian from nltk.corpus
positive_vocab€- open(“positive.txt”).read()
negative vocab< open(‘“negative.txt”).read()
pos_wordlist = [(wordlist(pos), ‘pos’) for pos in positive_vocab]
neg_ wordlist = [(wordlist(neg), ‘neg’) for neg in negative vocab]
train_set<pos_wordlist + neg_ wordlist
classifier €<nltk.classify.NaiveBayesClassifier.train(train_set)
neg €< 0, pos € 0, entry € “some input”;
sentence <entry.lower(), stop_words €< set(indian.words(“hindi_stopwords.txt))
word_tokens€<word_tokenize(sentence), filtered sentence$ [w for w in word_tokens if

for w in word_tokens do:
if w not in stop_words do:
filtered_sentence< append(w)
for id in filtered sentence do
result < classifier.classify(wordlist(id))
if result = ‘pos’ do:

pos € pos + 1
if result = ‘neg’ do:
neg <negt 1
print(pos)
print(neg)
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The result can be seen in the tables given below for both
positive and negative sentences separately as well the com-
bined version of both positive and negative sentences. The
article incorporated with a set of new quality parameters
for the identification of sentimental words and phrases for
the betterment of analysis. False positive and true negative
parameter is added in addition to check the minute hot spot
of the analysis and it is updated in the article.

In Table 2, Fig. 1 it is observed that there is a variance
in positive and negative value by both the classifiers. It also
supports in all means with derived algorithms. The dynamic
approach values are tabulated for better result observation.

Validation of positive sentence is illustrated in Table 3
and the same is shown in Fig. 2. It is observed that the nega-
tive sentence identification by the classification approach is

Table 2 Tested with negative sentences

No. of SAH Naive Bayes classifier Decision tree clas-
X, in e" sifier
+ve —ve +ve —ve
X4 0.0 1.0 0.0 1.0
X,g 0.0 1.0 0.3333 0.6666
X312 0.0 1.0 0.25 0.75
X416 0.1 0.9 0.3 0.7
X590 0.0833 0.9166 0.3333 0.6666
1.2
1
0.8 mxl
0.6 x2
0.4 x3
0.2 . u x4
0 - x5
+ve -ve +ve -ve

Naive Bayes Classifier Decision Tree Classifier

Fig. 1 Illustration of negative sentences

Table 3 Validation and testing of positive sentences

No. of SAH Naive Bayes classifier Decision tree classifier
X, in "

+ve —ve +ve —ve
Xia 0.5 0.5 0.5 0.5
X,g 0.5 0.5 0.6666 0.3333
X312 0.375 0.625 0.75 0.25
X416 0.4 0.6 0.7 0.3
X520 0.30769 0.69230 0.52846 0.461538

0.8
0.7
0.6

0.5
0.4 X2
0.3 x3
0.2 m x4
0.1 _—
0
+ve -ve +ve -ve

Naive Bayes Classifier Decision Tree Classifier

Fig. 2 Positive sentences

tested under various inputs. Moreover, it is shows a progres-
sive improvement in all aspects.

Amalgamation of both positive and negative sentences
has all valid contribution by testing in various aspects and it
is illustrated in Table.4 and the same is shown in Fig. 3. In
sentimental analysis more research have been carried out in
pin pointing the reorganization of words in different forms.
It is not sufficient for the analysis. So, in this article it is
focused on NLP based sentimental analysis for the iden-
tification true and false positive words. It would help the
identification process more significant and appropriate.

Table 4 Testing the combination of positive and negative sentences

No. of words Naive Bayes classifier Decision tree classifier

¢* where X;
+ve —ve +ve —ve
X,-4 0.3333 0.6666 0.6666 0.3333
X,-8 0.14285 0.85714 0.57142 0.428571
X5-12 0.10 9 0.5 0.5
X,-16 0.0769 0.92307 0.53846 0.461538
X5-20 0.1875 0.8125 0.5625 0.4375
1

0.9

0.8

0.7

0.6

0.5 x2

0.4 X3

0.3

0.2 m x4

O.é J m x5
+ve -ve +ve -ve

Naive Bayes Classifier Decision Tree Classifier

Fig.3 Amalgamation of positive and negative sentences
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10 Discussion

For the sentiment analysis of Hindi sentence and reviews,
this paper used a dataset of hindi stop words. The dataset is
created with collective of positive and negative wordlists
as illustrated in Table 1. To test the data collected is tested
and proceeded using the NLTK (Natural Language Toolkit)
library which is readily available for Python programming
language. By importing all required functions and features
from NLTK library, the proposed SAH successful validated
to get the required analysis which is illustrated in the result
section. Moreover, the trained datasets is classified by using
NaiveBayesClassifier and DecisionTreeClassifier which is
verified for the analysis of positive and negative words to
segregate the appropriate mapping.

11 Conclusion

In this paper, a dynamic approach is proposed to find senti-
ment analysis of Hindi text using Natural Language Process-
ing. Nowadays, social media and news feed are common
with Hindi text as well and it would become difficult in some
situations for the peoples who are unfamiliar to the Hindi
language. Most researchers are focused towards information
extraction from those texts available over the internet. Many
authors have given their approach towards analysing senti-
ment from any text. However, in this article it is tested by
providing a practical approach for analyzing the sentiment of
Hindi text for those researchers who are willing to research
on Indo-Aryan culture and scripts.
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